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A discussion of the need and
structure of ccmruter networrns pre-
cedes a ccmparison ¢f a number of so-
lution methods fcor models of these
networks. Various analytic, simula-
tion, and measurement approaches are
discussed ané referenced and the
interplay between these-methods is in-
‘vestigated.

1, Introduction

First came the vacuumn-tube com-
puters in the early 1950's.1 They
were of mcderate speed (tens of thou-
sands of instructions per second) and
of small nmemory {a ?ew thousand wcrds).
Those machines were used =ma2inly by
scientists for rathemzticsl and scien-.
tific calculaticns in an on-line fa-
shion whereby one man had exclusive
use of the full machine for hours at a
time. This procedure was highly efl-
ficient from the user's point of view,
but sadly wasteful of the machine's
_capability for work.

Next came the organizers in the
mid-to-late fifties who introduced
batch~processing in order to use the
faster larger machines (hundreds of
thousands of instructions per second
with 32 to 65 thousand word memories)
in a more efficient fashion.2 Thus
the user was thrown out of the comput-,
er room and vpunched cards or tape were
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*Tnis work was supprorted by the Ad-
vanced Research Projects Agency of the

avy

his sole input, yielding reams of
printed peper output. This succeeced
in achieving the efficient use of ra-
chine time, but was acccmplished at
the expenze of the highly inefficient

" use of the user, resulting in many

hours for turn-around from when a job
was submitted until it was returned
complete., This procedure was a disas-
ter when it came to debugging pro-=
grams.,

In the early 19€0's a major
breakthrough was made with the advert
of time-sharinz. One of the first
demonsirated time-sharing systems wes
developed at M,I,T. with nore t
flexowriter simultaneously using the
computer. The principle behind tirce-
sharing is that nc single user typi-
cally requires all the resources of 2
computer facility at one time and
therefore meny simultaneous users can
share. these rescurces. As shown in
Ref. h, 8 useful measure of the Aum~
Jber .of simultansous and non-interfer-
ing users is arcroximately the ratio
of the averagze user "thinking" time
plus average resuired computer il
divided by the average compuling t
For exanple, if each user sgends 1
seconds generating = request which re-
quires one second of ccmruting time,
then.approximately 20 such users can
be scheduled on a contirnucus, simui-
taneous basis without significant
interference. These time-shared sys-
tems clearly are eflicient in the
user's time and are also rather effi-
cient in the use of the computer.

Time~shared facilities have grown

Department of Defense (DARC15-69~C-0289), up across the country during the past
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decade and a variely of different
kinds of services zre available at
relatively low cost te the user.? The
user was thus effectively allcwed vack
into the cocmputer rood, except now he
was coupled to the machine through a
remote terminal. These renote terzi-
nals may be as sizple as &8 teletype
console; & much mcre powerful terminal
jncludes graphicel input and output
devices for the é¢ispley of characlers,
curves, diagrams, etc. Novel input
devices have been invented, such as
lignt pens, wands (three-dimensional
input devices), mice (two-wheeled de=
ices which detect X-Y motion), eyes
(in the form of television cameras or
heed-mounted di riays). This stirongly
interactive relationship between man
end mechine has rnaturally led people
to0 consider whet snould be the Trozer
nterface between a human and a2 com-

a
upon the other.

cilities
gnd systens have gYOwi and develorped
-+ e C“n

into sophisticetle
sites. Acress in
seen rether speciall
develcoing at universities and re-
search la‘:oratories.7 These special
features take the form of excerticnal
computer DYOgrans, dzta files, hard-
ware cevices, resturCes, anéd human
telent., These c2 ties are avail-
ghle caly &t tre -ter center where
they reve been develored end are, in
generel, not easily transferatle. It.
is cleer however trhat these sveciel
resources sh ulé te available for use
py other- than these at +he site. This
desire neturally led to the ccncert of
computer netwerks and represents the
next majer treaktnroush in the use of
computers.,

M fL

One of the earliest computer net-
works was the SAGEZ delense network in

the fifties. ~nis highly svecialized

militery net demonstrated for the
first time that software requirements

-
+er and what lizitations each pleces.

- <

of large computer systems could be as

costly and difficult as the herdvare
equivment. The Americen Airlines
SABRE Reservation.Systen cane shortly
thereafter;9 +his too was a collection
of rather uniforn equipment for &
highly specialfzed erplication. The
electronically switcred telephone sys-’
ten has, for a time, deen the world's
largest computer network, which again
is highly specialized and single-pur-
posed. Recently, Control Data Cox-
poration announced tieir nationwide
network.l

It is our intention in this paper
to demonstrate technigues for analyz-
ing and synthesizing computer networks.
We begin by first describing a partic-
ular computer network which is cur-
rently being implemented. We then
proceed to descrive the use of model-
ling for such networxs and elaborate

upon the many wWays of solving these

models.,

2. General regerinticn of Cemputer

Networks—-4An TyzmrTle

A computer network is a collec-
tion of noces (comzuters) connected
together by a set of links (communi-
cation channels). ressages, in the
corm of commarnds, inquiries, replies,
and file trensmissions, etC., travel,
througn this network over data trans=
sission lines., At the nodas, the
tasks of relaying nessages (with 21l
appropriate routing, ecknowledging,
error control, gueueinsg, etc.) and
ipserting and removing messazes which
originate and terminate atl that node,
must be carried out. Nften, these
tasks are separated from the main
computing sunctions regquired of the
node, as will be seen ir the example

below,

3

It is convenient to describe the
structure and operatiocn of computer
networks through the use of an exan-




ple.* The system from which this
example is drawn is the Defense De-
partment's Advanced Research Projects
Agency (ARPA) Experizental Computer
Network.1l3 mhe concepts basic to
this network were clearly stated in
Ref. 1k by L. Roberts of ARPA who ori-
ginally conceived this system. A
more recent.paper on the develobpment
of this:particular network is given
by B. wessler elsewhere in these
proceecings. Moreover, there is to
be a sessicn on computer networks,
chaired by L. Roberts, at the forith-
coning ACH Sympcsium on Problems in
the Optimization of Data Communiga-
tions, Pine Mcuntain, Georgie, Oct.
13-16, 1969. This network will pro-
vide store-and-forward communication
paths tetween a set cf epproximately
15 nodes in the continentz) United
States; The computers located at
each of the ncdes are hi o.L.y incompet-
ible (e.s. S.p.S 9Lko, =z DD'D--lO,

BM 360/67, HIVAC 1¢08 GU 635,
ILLIAC 4, TX-2, etc.), and one of the
major cdallenges is to design a net-
work in which this assortment of var-
ied hardware and software sysitems can
cormzmunicate and cooperate with each
other, )

The topology end icdentity of the
- various nodes in this net have under-
gone considerable change since the
early desizn stage Nevertheless,
for purroses of our example, we will
choose a given set c¢f 19 nodes-(an
original network design); again we
emphasize that the details pelow re-
garding tov logy arnd identification
of nodes have been and still are be-
ing changed. This last also evplies
to some of the operating procedures.

The example set of 19 rodes
(mostly ARPA research contractors at
universities) is shown in Figure 1;

*Material for this description has
been drawn in part from Rel. 12.
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two configurations are considered for
purposes of this paper. Note that net
2-has three cross-country links,
whereas net 1 has only two.

In order to interfere least with
the existing operation of these vari-
ous facilities, the message handling
tasks (relay, acknowledgment, routing,
buffering, etc.) will be ca*rled out .
in a special purpose Interface Message
Processor (IMP) collocated with the
principal computer (denoted HOST com-
puter) at each of the computer re-
search centers., The communication
channels will (in most cases) be 50
kilobit/sec fully cduplex telechone
lines, and only the IMPS (not the ‘
EOSTS) will be connected (through type .

303 data sets) to these lines. This
communication net, consisting of these

lines, IMPS and data sets, serves as
the store-and-forward system for the
HOST computer net, ’

When the EOST has a message ready ' f
for tran511ssLon, it will be broken .
into a set of smaller vackets (each of .
size approximately 1024 bits, or less) s
with approrriate header information. )
The IMP will accent up to eight of :
these (an.assembly set) at a time. : :
The packets will then individually
make their way through the IMP network
where the appropriate routing proced-
ure will direct the traffic flow. For
each IMP to IMP packet transmission, a
positive acxnowledgment is expected
within a given ti absence of an
ecknowledgnent (caused perhars by
channel noise detected by a cyclic
error detecting ccde, or by lack of
buffer space, etc.) will force the
transmitting IMP to try the same or
some different channel for retransmis-
sion. We assume that the messages
fall into two broad categories: one-
packet short messages, tyvically aver-
aging approximately 350 bits due to
short commands and acknowledsments;
and long, or nmulti-packet, messages
due to larger data transfers.

- .
LY
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. This short description will serve
as a point of departure for our model-
ling technigues. (Further details of

the ARPA net may be found in Ref., 12.)

3. Solution Methods for Comvuter
Network lModels

In order to gain understanding
end insight into the behavior of com-
puter networks, it is essential that
one construct a model of the network.
This model must contain enough salient
features of the true network so that &
successful solution to the model be-
havior will corresgond sufficiently
vell with a meaningful understanding
of the real-world situatiocn. Whether
we admit it or not, we do always cre-
ate models in one form or another
whenever we ponder the real world, and
it is with resvect to such a model
that we relate our znalyses, neasure-
ments, etc.

Below, we consider five methods
of "solvingz" computer network models
and compare them with regard to use-
fulness and cost.

3,1. Pure Analvtic Soluticn. The’
approach here is ocbvicusly 1o cescrive
the details of the mocel in a mathe-
'matically precise fashion and then to
solve the resultant mathematical
structure for certain quantities of
interest. The principle advantage of
this method (aside from its elegance)
is that it allows one to perceive the
entire set of solutions to the prob-
lerm through the statement of one or e
few equations., Thus, graphs of per-
formence over many rarameter varia-
tions are easily generated. Further-
more, mathematical optimization is
possible.

The disadvantage of such an ap-
proach is that one rust typically dis-
card considerable detail in construci-
"ing a simple enoush model so that it
is mathematically tractable. Only the
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relatively simple models yield to pre-

cise mathematical analysis.

Examples of successful analyses
of computer and comzunication networks
are relatively few. H. Frank and I.
Frisch describe a numter of problems
which yield to the methods of network
flow theory.l R. T. Prosser has
studied routing procedures in comauni-
cation nets,17,18 as has P. Baranld
and B. Boehm and R. Mobley.20

This euthor has carried out an
analysis of ccmmunication nets in some
depth.Zl In this work, considerable
treatment was given to the special
case (of a more general result) of
optimally assigning capacity in a net-
work where the cost ver unit of capa-
city was the same for all cheannels

(¢; = 1, see pelow). More recently,

we have examined the more approrpriate
case (for computer networks) where we
take cost as proportionzl to channel
length as well es channel capacity.
The pertinent ecuation froz these lat-
ter studies is -

- X
n{ 2va /A
i=1
>
u(D - > 1.,/
PEXE

-3
i
~~
-
A

where T = average tize for a mes-
sage to pass thro
store-and-forward com=-
munication net

i = average path length for
messages

d. =-cost ver unit of capacity

i .
on 1th channel

nunber of channels in net

=
]

‘A, = average message rate on
i¥h channel



N
A=)

1/u = average message length
D = total cost of net
For tne case d, = 1, we found that the
two competing éffects in optimum™ net-
work design were: (i) concentration
£ traffic into a few large channels;
and (ii) minimization of n, the aver=-
age rath lengtn. Ve noW observe Ior
d; = Li, wnere Ly is the length of the
N . PR X .
ith channel thet minimizing the nume-

eratcr of Zg. (1) requires that we
(i) concerntrate the traffic on a few

large short {cheap) channels, whereas
meximizing the dencminauo‘ requires
that we (ii) minimize nd where
3
E:dili/x = average capacity cost,
i=1
This last can be seen as follows
N y I
D - ) Ad. /u=D- ;Zdixi/x
i=1 i=l
A =
=D ~=4d
u
=D - nd(y/u)
and where y = average message rate

into the net from external sources and
n = A/y. Since Y, u and D are fixed,
we must minimice nd in order to maxi-
mize ihe- denominator Zote thet nd =
nL (T = traffic-w elg.ted average chan-
nel leng th) may be interpreted as the

¥ Optimum in the sense of minimizizgg
T, the-average nessage delay.

**For the ARPA net, d; = 48 where dj
is exrressed in dollars per unit of
_capacity, end Ly is in miles (for SO
kilobit lines). . :

average lenzgth of lines traversed by a
message. '
~ "As an example cf the use of Eq.

(1) for the case where d; = L;, we
consider the case of two possible nets
connecting two nodes A and B as shown
in Figure 2. For case (a) with an
intermediate relay node C, we have

N

=D = 2x (2)

(=

For case (b) with no intermediate re-
lay, we have '

= —2
T=""x (3)

Thus from Egs. (2) and (3) net (b) is
always twice es good as net (a). (The
optimum caracity for each of the chan-
nels in Figure 2a,b is ecual to D/2
bits/sec.) It is clear that more at-
tention must be given to the case

d; = Ly due to its importance in
modelling computer nets.

nalvrtic Solu-

3.2. Anvroximate An
tion. Here we refer to the case wnhere
an approximation is mede in the solu-

tion to a vrecise mathematical prob-
lem. A related method is that which
simplifies (or epprcximates) the given
mathematical mcdel,. In either case,
one obtains an aprroximation to the

solution of the original model. :

The advantage here is that one
can often obtain rapid solutions to
problems and still consider a broad
range of parameter variation. Clearly,
the difficulty is that one is left
with the task of evaluating how seri-
ous the approximations are with regard
to the origiral vroblem. Scme of the
work available here may.be sound in
Ref. 12, 17, 18, 19, 21 and 22.

3.3. Jterative Tumerical Solu-
Often it . is possidble to write
govern the

tion.
down the equations which
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dynamics of a system, but it is not
feasible to solve them. In such a
case, it may be possible to obtain a
solution by various techniques (e.g.
iterative) if one is willing to choose
numerichl values for the various sys-
tem parameters,

Such is the case in queueing net-
works, This observation has led to
the develorment of a digital computer
program wnich accepts graphical input
(via a light pen) for describing the
network configuration and supplies
histograms and measures thereof for
numerous system variables as output.
This effort has been carried out at
the University of Michigan and a. por-
tion of it is described in Ref, 23,

The advantage of such an approach
is that more difficult problems nay be
solved for perticular Da‘.‘eter
choices. The program may tax the
storage and computational capacity of
the computer when the prcblem gets at
all large. ; '

3.4, Simu

1laticn. A fairly common
approach to solving the analytically
intractable models is that of digitel

Th nciple advantage

inulation.* The
here is that cons aole detail can
be reteined.in the moael so as to cor-
respond very well with the real world,
Moreover, the results of such simula-
tion studies often point the way to
analytic studies by identifying those
portions of the systes which may ke
approximnated or studied independently.

On the other hand, digital simu-
ations are typicelly costly, slow,
inconvenient, and often reguire exten~
sive programming effort

¥Unfortunately, it is sometimes the
case that extensive simulation studies
are conducted on systems which yield
to analytic techniques, .
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The ARPA computer network has

‘been simulated at UCLA and many of the

results are available in Ref. 12. -A
collection of 1l0-node sub-nets of the
19-node network has since been simu-
lated and studied through the use of

"Eq. (1) as well., These comparative

results make clear that the two ap-
proaches agree reasonably well, con-
sidering that the analytic model was
significantly simpler and less de-
tailed than the simulation model.

3.5. Measurement., One of the
ultimate approaches for obtaining so-
lutions to a model of the real world
is to go out and measure the true sys-
tem. One must then relate these mea-
surements to variables in his model,
Clearly one thus obtains a view of the

world which includes all of the perti-
nent details. Of. course one is rot
often allowed this elternative for
"solving" systems and tredicting per-
formance, However, even after the
network is constructed, we often have
the opportunity to opntinize its per-
formance through a study of measured
behevior. loreover, such measurement

may be built-in so that contrcl of the

" network, or De*hans account¢n s etca,
may be carried out.

Indeed all of the previous solu-
tion methcds remain suscect (as re-
gards their ability to predict and
describe the real-world) prior to’
their validetion with respect to mea-
sured system perfermance. Foriunate-
ly, this need is currently bein
recognized. For example, Jackson and
Stubbs2l and Fuchs and Jack50n25'have
measured the user interacticn process
at the terminal of time-shared sys-
tems. .These measurements are of great
significance.

Moreover, careful prevaration has
been made for taking considerable nea-
surements on the performance of the
ARPA network. - For example, it 1is .
anticipated that periodic "snapshots"



of the IMF activity for dynamically
selected IMPs will be taken and sent
tack 10 u "network meusurement center'
(UcLA) for anaiysis. These snapshots
will Include such things as: Aqueue
lengtzs; tuffer condd ions; routing
tablez; synchronization informaticn,
etc. ilistograms will be collected at
each celected channel to include:
nessage rate distrivution; message
length distiribution; number of errors,
retransmiszicns, etc, Also HOST ac-
tﬁvity will be monitored with regard
to: input message length distribu-

- tion; output message lerngth distribu-
tion; control messase traffic, ete.
We also intend to collect inter-arrival
time statistics on retwork message
traffic. In addition we will have th
capability of sending "trace" messages
througa the net in order to track the
path end peth delay, etc., for por-
tions of the network.

4, Conclusions

-

In discussing the various solu-
tion technigues for models of conputer
networxs, we found that we were trade
ing cost of obtazining results with
usefulness and applicability of these
results, The analytic approaches Tro-
vide answers which allow overall
uncéerstanding at tasically a brecad
qualitative level and require that we
further assess the effect of idezliza-
.tion built into the model, Measure-
ment and simulation, on the other
hand, provide detailed cuantitative
results for a narrow range of opera-
tion at relatively high.cost,

Tt is always wise to combine
these approaches so that the measure-
ment and simulation serve to validste
(or suggest improvements in) the
mathenatical solutions; conversely, .
the mathematical analyses serve to
direct the simulation and measurement
and to suggest the important areas an
range of velues which need to be stud-
ied more cérefully in the reasurement

and simulation.

-In the final analysis, however,

one must always verify the input data
to any of these models by making mea-
surements which identify the nature of
the data and structure of the system
being nmodelled.
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TOPOLOGICAL NETWORK DIAGRAM FOR THE TWO CONFIGURATIONS
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TWO POSSIBLE NETS CONNECTING
NODES A AND B
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